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Abstract

Remote Direct Memory Access (RDMA) has been
proposed to overcome the limitations of traditional
send/receive based communication protocols like sockets.
The immense potential of RDMA to improve the communi-
cation performance while being extremely conservative on
resource requirements has made RDMA the most sought af-
ter feature in current and next generation networks. Re-
cently, there are many active efforts to enable RDMA over
IP networks and fabrication of RDMA-enabled Ether-
net NICs. However, the performance of RDMA over IP net-
works has not been quantitatively evaluated over WAN en-
vironments yet. In this paper, we evaluate the performance
of RDMA over IP networks with the Ammasso Gigabit Eth-
ernet NIC while emulating high delay WANs and varying
load on remote node. We observe that RDMA is ben-
eficial especially under heavy load conditions. More
importantly, even with a high delay, RDMA can pro-
vide better communication progress and requires less
CPU resources as compared to the traditional sock-
ets over TCP/IP. Further, we show that RDMA can support
high performance intra-cluster communication while pro-
viding a unified communication interface for inter- and
intra-cluster communication. To the best of our knowl-
edge, this is the first quantitative study of RDMA over IP
on a WAN setup.
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lation, Cluster of Clusters, and Grid
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1. Introduction

Remote Direct Memory Access (RDMA) is emerging as
the central feature in modern network interconnects. It has
been proposed by the researchers to overcome the limita-
tions of traditional communication protocols such as sock-
ets over TCP/IP suite. Although there have been many stud-
ies aimed at the performance improvement of the sock-
ets over TCP/IP [13, 6, 21, 27], inherent limitations of the
sockets obstruct achieving high-performance communica-
tion on high-end servers. RDMA potentially improves the
communication performance while being extremely conser-
vative on resource utilization, and hence has become the
most sought after feature in current and next generation net-
works. Interconnects like InfiniBand [3], Myrinet [5] and
Quadrics [18] have long introduced RDMA in LAN envi-
ronments.

RDMA over IP has been developed to extend the bene-
fits of RDMA beyond the LAN environments and across the
WAN/Internet. The RDMA consortium [7] has proposed the
RDMA Protocol Verbs Specifications (RDMAVS 1.0) [10]
to standardize the efforts. Several performance critical grid
applications like GridFTP [19], GridRPC [16], etc. can ben-
efit significantly by utilizing RDMA over IP. Further, web
based systems like web-servers, data-centers, Internet prox-
ies, etc. can also leverage the benefits of an IP based RDMA
protocol for use over the WAN.

To enable existing and new WAN applications to ef-
fectively utilize RDMA, researchers have done qualitative
studies [22, 8]. While the benefits of RDMA have been
highlighted in LAN environments, there have been no com-
prehensive quantitative evaluations of RDMA over WAN
environments [2, 17, 4, 26]. There also has been research
on utilizing RDMA for IP network storage [15] but this



does not take into account the high delay characteristics of
WAN. Hence it has become very critical to evaluate and an-
alyze the performance of RDMA over IP in a WAN envi-
ronment.

In this paper, we evaluate RDMA over IP in WAN envi-
ronments with the Ammasso Gigabit Ethernet Network In-
terface Card (NIC) [1] in several aspects of performance
such as (i) basic communication latency, (ii) computation
and communication overlap, (iii) communication progress,
(iv) CPU resource requirements, and (v) unification of com-
munication interface. These performance metrics and fea-
tures are known to be important to user applications. We es-
pecially focus on the impact of larger delays often experi-
enced for WAN communications upon these important fac-
tors.

In order to emulate the WAN environment, we have con-
structed two different IP networks connected by a
workstation-based router. In addition, we have imple-
mented a delay generator nameddegen on the router,
which adds a specified delay to the network at the ker-
nel level, characterizing WAN.

Our experimental results clearly show that, even with
a high delay, RDMA can provide better communication
progress and less CPU resource requirements as compared
to the traditional sockets over TCP/IP. We also observe that
RDMA is beneficial especially under loaded conditions. We
further show that RDMA can support high performance
intra-cluster communication while providing a unified com-
munication interface for inter- and intra-cluster communi-
cation. To the best of our knowledge, this is the first quanti-
tative study of RDMA over IP on a WAN setup.

The rest of the paper is organized as follows: In Sec-
tion 2, we describe an overview of RDMA and the Am-
masso Gigabit Ethernet NIC. Section 3 briefly describes the
design of our WAN emulator -degen- and the system con-
figurations. Section 4 describes our experimental method-
ologies and performance evaluation results. Section 5 ad-
dresses a few relevant issues regarding RDMA over IP. Fi-
nally, we conclude the paper in Section 6.

2. Background

In this section, we briefly describe the necessary back-
ground information. We first look at Remote Direct Mem-
ory Access (RDMA), followed by an overview of the Am-
masso Gigabit Ethernet NIC used.

2.1. Remote Direct Memory Access

Remote Direct Memory Access (RDMA) is a modern
network feature that allows nodes to communicate without
any involvement of remote node’s CPU. Two basic RDMA
operations exist: (i) RDMA Write and (ii) RDMA Read.

RDMA write is used to transfer data to a remote node’s
memory and RDMA read is used to get data from a re-
mote node. In a typical RDMA operation, the initiator node
posts a descriptor containing the details of the data-transfer,
which contains addresses of both local and remote buffers,
to the NIC and the NIC handles the actual data-transfer
asynchronously. On the remote side, the NIC stores/fetches
the data to/from the host memory without disturbing the
CPU.

The usage of RDMA presents multi-fold benefits to en-
able application scalability. Since the sender and receiver
CPU’s are not involved in RDMA data-transfers, the appli-
cations benefit from this additional computing capability.
Further, the elimination of kernel context switches and mul-
tiple copies during the data-transfers provides significantly
better utilization of memory bandwidth and CPU. Intercon-
nects like InfiniBand [3], Myrinet [5] and Quadrics [18]
have introduced RDMA in LAN environments. In addition,
several protocols have been proposed to take advantage of
RDMA operations on IP networks [20, 23, 14].

2.2. Overview of Ammasso Gigabit Ethernet NIC

The Ammasso Gigabit Ethernet NIC [1] provides an
implementation of the RDMA over TCP/IP enabled NIC.
Based on the RDMA Protocol Verbs (RDMAVS 1.0) [10]
specified by the RDMA consortium, the RDMA interface
of the Ammasso Gigabit Ethernet NIC provides low latency
and high bandwidth on Gigabit Ethernet network. As shown
in Figure 1, Ammasso Gigabit Ethernet NIC supports the
legacy sockets interface and the Cluster Core Interface Lan-
guage (CCIL) interface.
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Figure 1. Protocol Stacks on Ammasso Giga-
bit Ethernet NIC

The CCIL interface is an implementation of the Verbs
layer to utilize RDMA over IP. The CCIL interface uses the
RDMA layer and offloaded TCP/IP on the NIC to transmit



the data. On the other hand, the sockets interface still sends
and receives the data through the traditional TCP/IP imple-
mented in the operating system kernel. The CCIL interface
enables zero-copy and kernel-bypass data transmission.

3. Experimental WAN Setup

Our performance evaluations have been performed on
the experimental system shown in Figure 2, where we have
two different IP networks and they are connected through
a workstation-based router emulating WAN. The end nodes
are SuperMicro SUPER P4DL6 nodes - each has dual In-
tel Xeon 2.4GHz processors with a 512KB L2 cache and an
Ammasso 1100 Gigabit Ethernet NIC. The router node is a
SuperMicro SUPER X5DL8-GG workstation with dual In-
tel Xeon 3.0GHz processors, 512KB L2 cache, and 2GB of
main memory. The router node is connected to IP networks
A and B with Broadcom BCM5703 and Intel PRO/1000
Gigabit Ethernet NICs, respectively. All nodes use Linux
kernel version 2.4.20. The switches used for each IP net-
work are Foundry FastIron Edge X448 Switch and Netgear
GS524T Gigabit Switch, respectively.

To reflect the characteristics of high latency in the
WAN environment, we have implemented a delay genera-
tor nameddegen. It delays the forwarding of each packet
on the router by a given value after the corresponding rout-
ing decision has taken place as shown in Figure 2. We
use thenetfilter hooks provided by Linux 2.4 ker-
nel to implementdegen, which can be dynamically inserted
to the chain of packet processing by using a run-time load-
able kernel module.

Each packet is time-stamped when it reaches the router
by the kernel.Degenuses this time stamp to delay the packet
appropriately. In our design, we avoid adding cascading de-
lays for consecutive packets that arrive in a burst mode by
pulling these packets out of the network and maintaining
them in a queue. These packets are reinjected into the net-
work at an appropriate time as needed.

4. Evaluation of RDMA over IP Networks

In this section, we compare RDMA with traditional
TCP/IP sockets on WAN environments with respect to (i)
latency, (ii) computation and communication overlap, (iii)
communication progress, (iv) CPU resource requirements,
and (v) unification of communication interface.

4.1. Basic Communication Latency

The basic communication latency is one of the most im-
portant performance metrics. In this section, we carry out
the latency test in a standard ping-pong fashion to report

one-way latency. The client sends a message and waits for a
reply message of the same size from the server. The time for
this is recorded by the client and it is divided by two to find
out one-way latency. In the case of RDMA, we use RDMA
write to transmit the data.

Figure 3(a) shows the results of latency without the delay
by degen. We can see that the latencies of RDMA and sock-
ets are almost the same regardless of the message size even
without the delay. It is because the latency added by the de-
fault experimental setup described in Section 3 is relatively
large compared to the overhead on the end nodes. Although
RDMA achieves a zero-copy data transmission, since the
MTU size is only 1500 Bytes, we cannot expect a large
benefit with respect to the latency. In the case of messages
larger than the MTU size, TCP constructs several segments
so that each segment can fit into the MTU sized IP frag-
ment. Hence the transmission of the segments are pipelined
and we can obtain the benefit of the zero-copy only for the
first segment in a high delay environment. However, if the
network delay is smaller than the processing overhead of
the end node, the zero-copy transmission helps to deliver
low latency.

Figure 3(b) shows the latency varying the network de-
lay with 1KB message. As we can see, RDMA and sock-
ets report almost the same latency. This reveals that the ba-
sic communication latency is not an important metric to dis-
tinguish RDMA from the sockets in a high delay WAN en-
vironment because the overheads on the end nodes is too
small compared with the network delay in the order of mil-
liseconds.

4.2. Computation and Communication Overlap

In this section, we evaluate how well the process is
able to overlap computation with communication. In our
test shown in Figure 4(a), the client performs a computa-
tion loop that does a dummy work for a given time in be-
tween ping (i.e., sending) and pong (i.e., receiving) opera-
tions of the latency test described in Section 4.1. We evalu-
ate the computation and communication overlap ratio with
(Computation T ime)/(Total T ime) on the client side.
Thus a value closer to 1 represents a better computation and
communication overlap. It is to be noted that our sockets la-
tency test is using non-blocking sockets to maximize the
computation and communication overlapping.

Figure 5(a) shows the overlap ratios with varying com-
putation time and without network delay. The message size
used is 1KB. As we can see, RDMA can achieve better
overlap even with smaller computation time compared to
the sockets. This is because RDMA provides asynchronous
communication interface. In addition, we do not need to uti-
lize CPU resources to get the data from remote node be-
cause the remote node uses RDMA write. On the other
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Figure 3. Communication Latency: (a) Varying Message Size and (b) Varying Network Delay

hand, in the case of the sockets, some of the receiving func-
tions of the sockets (e. g., kernel buffer to user buffer copies)
are performed in the context of the application process. As a
result, these receiving functions cannot be overlapped with
actual application processing while some other functions (e.
g., interrupt handling and bottom half) can run in parallel
with the application processing by another CPU in a SMP
system. Further, the offloaded TCP/IP of the RDMA case
increases the chance of overlapping between packet pro-
cessing overhead and computation overhead.

Figure 5(b) shows the overlap ratio values of RDMA and
sockets for varying network delay, where we have fixed the
computation time to 242ms and message size to 1KB. It can
be observed that the difference between RDMA and sock-
ets reduces with large network delays. It is mainly because
the network delay is the dominant overhead and it can be
overlapped with computation time regardless of RDMA or
sockets. Since the packet processing overhead of end nodes
is not a critical overhead anymore on a high delay WAN, its
overlapping with other overheads does not affect much to
the overlap ratio. However, still we can see that RDMA can
provide better overlap than sockets for delays in order of a
few milliseconds.

4.3. Communication Progress

In many distributed systems, we often observe the com-
munication pattern that a node requests some data to a re-
mote node and it returns the data. This operation can be
implemented with either by using a pair of send and re-
ceive calls or by using RDMA read. Moreover, the remote
node can be heavily loaded because of burst requests on the
data or CPU intensive computations. To compare the per-
formance of RDMA read with the traditional sockets in this
scenario, we simulate the load on the remote node by adding
a dummy loop running for a given time. We measure the la-
tency to get 1KB of data from remote node as shown in Fig-
ure 4(b).

Figure 6(a) shows the data fetching latency varying the
load on the remote node, where the load is represented as
the response delay. Since RDMA read does not require any
involvement of remote process for data transmission, it can
read data from remote memory without any impact from
the load on the target. It is to be noted that the sockets inter-
face is not able to deliver good performance as the load in-
creases. It is because the overall communication progress of
the sockets highly depends on that of both sides (sender and
receiver).

Figure 6(b) shows the data fetching latency varying the
network delay for a fixed response load of 16ms. With in-
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crease in the network delay, both of the interfaces (sock-
ets and RDMA) perform similarly because the network de-
lay tends to dominate the performance costs more than the
load on the remote node. However, it can still be seen that
RDMA is more tolerant of the network delay achieving bet-
ter communication progress.

4.4. CPU Resource Requirements

To measure the effect of CPU resource requirements for
communication on the application performance, in this ex-
periment, we run an application on a server node that per-
forms basic mathematical computations while 40 clients
continuously send data to this server. We report the total ex-
ecution time of the application under this scenario.

Figure 7(a) shows the application execution time varying
the message size with no added network delay. As we can
see, the execution time with background sockets communi-
cations is very high for all message sizes while it does not
have any significant performance impact with background
RDMA communication.

Figure 7(b) shows the execution time of the application
varying the network delay with 16KB message size. We can
observe that the background sockets communication signif-
icantly degrades the application performance even on high
delay WANs. The reason is that, in the case of sockets, the
remote CPU is involved in the communication effort, with
packet processing and interrupt handling at the kernel level
and receive request posting at the application level. This re-
sults in stealing of the CPU resource from the computing
application. However, RDMA can place the data to the re-
mote memory without any CPU requirement on the remote
node. Hence we can see in the figure that the application ex-
ecution time is not affected by RDMA and constant for all
network delays. This reveals that RDMA has a strong po-
tential of saving the CPU resource on the server side even
on a high delay WAN environment.

4.5. Unification of Communication Interface

In addition to direct performance metrics detailed in the
previous sections, WAN and LAN interoperability is a very

important feature of RDMA over IP. Scenarios in which
several inter-cluster and intra-cluster nodes communicate
with each other need common communication interfaces
for the job. Traditionally, the sockets over TCP/IP has been
the main interface with this feature. However, with RDMA
over IP, this interoperability can be achieved and it can be
achieved with all the benefits described in the previous sec-
tions. Further, RDMA over IP performs significantly better
then sockets for within LAN communications.

Figure 8 shows the latency of CCIL and Sockets com-
munications within a LAN. We see that the small message
latency differs by almost 50% with RDMA being better.
Hence, RDMA over IP benefits these multi-cluster appli-
cations with better communication both over the WAN as
well as in the LAN. It is to be noted that the benefit of zero-
copy with RDMA is not significant even in the LAN as we
have discussed in Section 4.1. However, 10 Gigabit Ether-
net [11] is expected to provide very low propagation delay
within LAN and show the benefit of zero-copy on the com-
munication latency with large messages.

5. Discussion

In the previous section, we have compared the basic
RDMA with sockets in which we do not deal with the ad-
dress exchange phase for the RDMA communication. It
is, however, required to exchange the memory informa-
tion of the remote node before the RDMA communica-
tion can take place. Some applications or middleware per-
form the address exchange at the initialization phase and
use the same set of buffers for all subsequent communica-
tions [17, 26, 4, 25, 12]; thereby, the cost of address ex-
change in data communication is avoided.

On the other hand, other applications or middleware
may need to exchange the remote buffer information for
each RDMA communication operation. This can be im-
plemented with a rendezvous protocol as shown in Fig-
ure 9 [24]. Figure 9(a) shows RDMA write based ren-
dezvous protocol, where the sending process first sends a
control message (RNDZ START) to the receiver. The re-
ceiver replies to the sender using another control message
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(RNDZ REPLY). This reply message contains the required
information for the receiving application’s buffer. The send-
ing process then sends a message directly to the remote
buffer using RDMA write followed by another control mes-
sage (FIN) which indicates to the receiver that the mes-
sage has been placed in the specified application buffer.
Figure 9(b) shows RDMA read based rendezvous proto-
col. The sending process sends theRNDZ START message,
which contains the address for sending application’s buffer.
Upon its discovery, the receiving process issues RDMA
read. When it is done, the receiver informs the sending pro-
cess by aFIN message.

Since the rendezvous protocol avoids a copy operation
on the data, it can provide a low latency with large mes-
sage sizes on a high-speed link. However, on a high delay
link, due to the control messages required for address ex-
change, the communication latency would be higher if the
address exchange is required for each communication oper-
ation. Thus applications need to consider the trade off be-
tween copy overhead and address exchange overhead to de-
cide between RDMA and sockets in a high delay WAN.

It is also to be noted that some middleware are still us-
ing the rendezvous protocol although they are implemented
over the sockets [9]. The main reason of this is that in many
cases a copy operation is needed between user buffer and
middleware buffer and the rendezvous protocol can remove
this copy operation. In this case, the communication latency
may not show much difference between RDMA and sock-
ets because we need control messages for both. However,
RDMA can still achieve most of the benefits described in
the previous section.

6. Conclusions and Future Work

To resolve the limitations of existing communication se-
mantics of send and receive based protocols like sockets,
RDMA has been proposed in modern high-speed LAN in-

terconnects. Moreover, recently there are many active ef-
forts to enable RDMA over IP networks. However, its per-
formance has not been quantitatively evaluated over WAN
environments. In this paper, we have evaluated the perfor-
mance of RDMA in WAN environments with the Ammasso
Gigabit Ethernet NIC.

We have emulated the high delay characteristics of WAN
environments with a workstation-based router with the help
of our kernel moduledegen. Our experimental results have
revealed that, even with a high delay, RDMA can achieve
better communication progress and can save CPU resources
as compared to the traditional sockets over TCP/IP. This is
mainly due to the fact that RDMA does not require involve-
ment of remote side CPU. The Offloaded TCP/IP further
leverages the benefit of RDMA over IP. We have presented
the potential benefits of RDMA over IP networks through
comprehensive performance evaluations.

We intend to continue working in this direction. We
plan to improve the delay generator (degen) to reflect other
characteristics of WANs and evaluate the performance of
RDMA over IP with more applications. We also plan to de-
sign and evaluate RDMA-aware middleware for widely dis-
tributed systems over WAN.
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