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What Is checkpointing?

&
Why do we need 1t?
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Tolerating failures with Checkpointing

A HPC architectures evolving to accommodate complex apps
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A Failure is inevitable => Imperative to design faedilient systems

A Several tools and techniques are used to tolerate failures
A Proactive and reactive

A CheckpoinRestore mechanisms are predominantly used
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But, we have a problem.
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Contention for shareetorage resources

Network Content ion

Gateway Nodes
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Contention from Other Clusters
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ut, we also have a soluti
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Scalable Checkpoint/ Restart (SCR)

SCR_Start_checky;
SCR_Route _fil@n,fn2);

t

fwrite" C@S @ut ©v
t
SCR_Complete_checkf)t

AFirst write checkpoints to
nodelocal storage

AWnhen checkpoint is
complete, apply redundancy
schemes

AUsers select which checkpoints
are transferred to global storage

AAutomatically drain last
checkpoint of the job
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Nodelocal storage with SCR
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mpute Nodes _ .- 9 Parallel Application
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Design Goals

A Large checkpoints-small memory

A Leverage the nodéocal storage hierarchy
A Asynchronous copgut capability

A Portability

A Futureproof

A Improve checkpointing throughput
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Possible Solutions

A Storage medium for the checkpoint data
A Use kernelO Q N U Fa@dis& vy
AB8QHSDL®UMNYKXM EHKDRXRBE@O#H&@BJ DC /
A Just use the kernel buffecache
A Manage System V IPC / Persistent memory segments

A Intercept application 1/O
A Write a FUSBbased file system
A Trap /O calls from the application using linker support
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Can we not just use the RAM disk?

15097.85

Bandwidth

8 processes bound to 1 core each of-8ore Westmere CPU '
in MB/s

Writing 64MB data each
8555.26
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NFS HDD Parallel FS SSD Ramdisk  Memory
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Can we not just write a FUSE file system®?

1800

1610.27
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1200 ADummy FUSE file system forwards all
Bell\:g\//vidth 1000 application calls to_ gctual system call
1 - ASingle process writing 50MB data
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200 154.67
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ramdisk FUSE over ramdisl
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CRUISE: CheckpoiRestart in UserSpace

A Manages data in a byte
addressable persistent
memory region
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Qompute _Nodges///
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A Library to intercept I/O
operations from an

v
application that links to it CRUISE
A Can statically / dynamically

\
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% ] \
1
i ;
intercept 1/O calls \ v v
(LD_PRELOAD or g
wrap,function \ |
‘\
\

SCR

RAM/ | Ram
' : Parallel Persistent /" Disk SSD HDD
A Also implements the different Memory |

calls such as open, write, e g Lo Nodeloca Storage ______
read,ftruncate,lseelu DS Bt
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Design Assumptions

A Noshared files

A Eliminates inteprocess consistency and need for file locking

A Dense files

A No need to optimize fopotential holes

A Write-onceread+arely model

A Asynchronous RDMA without ensuring consistency

A Temporal nature of checkpoint data
A No need to track POSIX timestamps, SCR handles versioning

A Globally coordinated operation

A Can clear internal locks after a failure
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Design of CRUISE

Persistent block of memory

ckpt_idallocator II chunk allocator II -
- <— File List—>| N |

File Metadata
{size,num_chunks
chunk_id$ ¢
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OPEeNECRUISE/fo0o.t4)

Persistent block of memory

allocator Chunk — -| -

|| - file_lis{5].name=foo.txt -

size = O;num_chunks= 0 ”
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write(ckpt_id data,128MB)

Persistent block of memory
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