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Evolving Role of Supercomputing Centers

e Traditional Pillars of science
e Theory: mathematical models of nature
e Experiment: empirical data about nature

* Scientific computing connects theory to experiment
— Computational models are used to test theories involving complex phenomena that
cannot be matched directly against experiments

— Enable comprehension of complex experimental data by distilling complex data down
to understandable information

HPC Center




Breakthrough science will occur at the interface
of observation and simulation

Environment and Climate

Materials and
Chemistry

Subsurface science

New research challenges to make these work together




Data Intensive Arch for 2017 (as imagined in 2012)
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Data Intensive Arch for 2017 (as imagined in 2012)
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Old/New Conception of Cloud/Datacenters
(Simplified Conceptual Model of Interconnect Convergence)

Old Conception
Designed for externally facing TCP/IP
Nearly 100% Std. TCP/IP ethernet inside and out
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Old/New Conception of Cloud/Datacenters

__(Simplified Conceptual Model of Interconnect Convergence)

New Conception
Need to Handle Internal Data Mining/Processing
Design for 80+% internal traffic

DMZ
Router
90+%
traffic

p Backbone

Cloud/Datacenter
80+% of traffic
High-Performance Fluid Center

Low Overhead, High Bandwidth,
Semi-custom internal interconnect

Crunchy TCP/IP Exterior
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